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ABSTRACT 
We present our work in assisting students who are blind to 
understand fundamental data structures.  We have developed a 
system called PLUMB EXTRA³ (EXploring data sTRuctures 
using Audible Algorithm Animation) that conveys an algorithm 
animation using audio cues and synthesized speech.  This extends 
our earlier work on presenting graphs to users who are blind.   
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H.5.2 [User Interfaces]: Auditory (non-speech) feedback 
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1. INTRODUCTION 
We present our work in assisting students who are blind to 
understand fundamental data structures and algorithms.  We have 
developed a system called PLUMB EXTRA³ that conveys an 
algorithm animation using audio cues and synthesized speech.  
This extends our earlier work on presenting graphs to users who 
are blind [4][5][6].   

Our work is motivated by our experience that so many 
fundamental computer science concepts are taught by first 
presenting an example through a diagram or animation and then 
moving to an algorithm and code.  These visual examples are not 
beneficial to blind students unless they can be understood using 
an alternative modality, such as touch or sound.  As a result of the 
highly visual nature of communication in disciplines such as 
computer science, mathematics and engineering, students with 
visual impairments often struggle to perform at the same level as 
their sighted peers.  In some cases, blind students are entirely 
deterred by such areas of study.  Therefore, our challenge is to 
find a way to assist a user who is blind to understand fundamental 
algorithms and data structures.   

Algorithm animations can be a constructive tool in data structure 
education to help students visualize the behavior of an algorithm 
[14].  When a student who is sighted views an algorithm 
animation, the representation of the data structure helps them to 
gain an understanding of how the steps of the algorithm change 
the state of the data structure.  Since most educational animations 
run on small examples, the student gets a holistic view of effect of 
the algorithm on the data structure. 

Our technique presents an algorithm to a student who is blind in 
the following manner: 

• The user can incrementally move forward and backwards 
through the steps of an algorithm.  The system uses 
synthesized speech to speak a brief description of each step  

• At each step of the algorithm, the user can explore the state 
of the data structure to understand changes.  We do this using 
our techniques presented in [5][6] and summarized below. 

Beyond computer science education, our work may also 
accommodate students who are not visual learners.  When 
developing novel educational tools or software, universal 
accessibility must be considered; PLUMB EXTRA³ can be used 
to support multiple learning styles in addition to teaching students 
both with and without disabilities.  The U.S. Individuals with 
Disabilities Education Act (IDEA) mandates that equal 
educational opportunities be provided for students in the most 
integrated setting possible [10].  In academia, assistive 
technology, tools and software such as PLUMB EXTRA³, 
profoundly facilitate full inclusion in the classroom.  Newell [11] 
emphasizes the necessity of establishing a methodology of 
working with users with disabilities.  Some considerations include 
but are not limited to:  user characteristics and functionality, 
scenarios when a universal design may not be appropriate, and 
provisions for accessibility with the use of additional components.    

Using C#, we have implemented PLUMB EXTRA³ in the 
windows environment.  The application runs on standard 
hardware.  We are currently negotiating an open source 
distribution license for the software.  

1.1 Previous Work 
For an unsighted person, a diagram can be printed as a tactile 
picture using a special printer. The produced diagrams are rigid 
and can be difficult to work with.  To produce an algorithm 
animation using the tactile method, each step of the algorithm 
would be printed as a separate diagram.  The user would be faced 
with the challenge of sequencing and matching up equivalent 
items of the diagram.  Often, the specialized printers are costly 
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and difficult to obtain.  Francioni and Smith [8] display tactile 
images using layered sequences of diagrams.  This helps a student 
depict individual segments of the diagram while gaining an 
intuitive understanding of the whole diagram. Another vehicle for 
conveying diagrams and relational information is verbal 
transcription; however, an instructor may not always be able to 
utilize this method.  Verbal transcription is appropriate only for 
the simplest of diagrams. 

Screen readers such as JAWS [9] and Window-Eyes [10] assist 
blind computer users with reading documents and user interfaces.  
Ramen illustrates a speech-enabling approach to developing 
programs that separate computation and information from the 
actual user interface [16].  With a screen reader, blind computer 
users can accomplish many of the same tasks as their sighted 
counterparts; however, screen readers can not be relied upon for 
conveying otherwise visual material such as diagrams and graphs.  
Screen readers provide information about graphs or diagrams only 
through the use of alternative text, or, ALT text; a written 
description of the diagrams.  Details are minimal and fail to give 
someone who is blind a conceptual and relational comprehension 
of the diagram.  A computer science student who is blind can 
obtain a PDF file of a textbook from the publisher, but has access 
to the text using only a screen reader.  

Our approach is to use audio feedback to present a diagram to a 
blind user. Much work has been done in sonification of relational 
data (see, for example, [2]]). We categorize previous systems as 
using either passive or active exploration. With passive 
exploration, the user is presented with a representation of the 
entire diagram at one time, with limited user input (e.g. 
AudioGraf  [12] and the case tool of Bleckhorn and Evans [1]). 
With active exploration systems, the user can explore the diagram 
(e.g. TeDub [17] for exploring UML diagrams and Kekulé [3] for 
exploring molecular structures). 

2. PLUMB EXTRA3 Design and Features 
This study is part of our on-going work developing novel 
techniques to display diagrams, graphs, and relational information 
to users who are blind. This work extends our software system 
called exPLoring graphs at UMB (PLUMB) [4][5][6] that 
displays a drawn graph and uses auditory cues to help a blind user 
traverse the graph.  

In PLUMB EXTRA3, the following tasks are implemented as 
audio through interfacing with a screen reader as well as through 
native speech and audio feedback (see Figure 1): 

• The user selects a data structure to animate. 

• The user selects a data structure operation. 

• The user steps through the algorithm for the operation and 
observes how each step affects the data structure. 

The interface is divided into 3 sections: 

• A list of data structures that can be accessed from the File 
menu. 

• A list of operations that can be performed on the selected 
data structure which is populated in the drop down list once a 
data structure is selected. 

• The display, which provides both a graphical interface for 
sighted users and the PLUMB interfaces for blind users. 

 
Figure 1 The PLUMB EXTRA3 interface. 

The user selects the data structure they wish to work with by 
hitting Alt-F on the keyboard.  They are then prompted with a list 
of data structures to explore.  As the user scrolls down, the 
application will announce which data structure selected via 
synthesized speech. 
After a data structure is selected, the user then chooses an 
operation to animate from a list of appropriate data structure 
operations.  As with the data structure selection, information 
regarding each operation is announced to the user via native 
speech, as well as presented graphically for sighted users. 
We convey the algorithm to a student who is blind with the 
following interactions: 

• The student selects the next and previous operations through 
the use of keyboard shortcuts.  Descriptive text associated 
with each step is read to the student providing an insightful 
explanation of the effect of the step.   

• The PLUMB interface (described above) is used to 
understand the state of the data structure after the step 
executes. 

The user can run the algorithm forwards and backwards and 
explore the state changes.  In this way they can gain an 
understanding of the behavior of the algorithm. 
PLUMB EXTRA was designed specifically with extensibility in 
mind.  The PLUMB EXTRA engine uses well defined software 
interfaces for describing how a data structure will be described by 
the system and what type of operations will be given to the user 
for modifying the data structure.  These interfaces allow 
developers to easily add their own data structures and operations 
or to extend existing ones.  PLUMB EXTRA uses GXL XML 
files to read in and save instances of an existing data structure.  
This portable format allows users to create and modify data 
structures in a variety of different editors.   
 

2.1 PLUMB Interface 
We use the PLUMB interface for exploring the state of the data 
structure during each step of the algorithm; Users explore the 
diagram and obtain audio feedback depicting elements they 
explore.  A sample of the PLUMB visual display is shown in 
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Error! Reference source not found., with the visible graph 
components corresponding to the locations of the underlying 
sound components. A representation of the same graph with 
associated text fields is shown in Figure 3.  

Users can interact with PLUMB in two distinct modes: keyboard 
mode and pen mode.  In keyboard mode, the user uses keyboard 
shortcuts to explore the graph.  At any time during exploration, 
there is one vertex and one edge in focus.  The user has keyboard 
shortcuts (“v” and “e”) that cause the system to speak more 
detailed information about the current vertex and edge.  Arrow 
keys allow the user to move around the adjacency list of the 
current vertex to find an edge to follow.  The user hits the enter 
key to follow an edge and make the opposite vertex the in focus 
vertex (see Error! Reference source not found.).   

Keyboard mode allows the user to quickly explore the graph and 
understand relationships.  However, no information is conveyed 
about the shape of the layout of the graph.  This sort of 
information is important when the position of the vertices and 
edges have some meaning in the application, such as with 
geographic information.   

Pen mode, which requires a tablet PC, allows the user to explore a 
graph using the tablet PC stylus.  The application generates an 
appropriate audio cue when the user moves the stylus over an 
element of the graph. We use a continuous musical tone to 
indicate contact with an edge, and modify the tone with a vibrato 
effect to indicate proximity to either end of the edge, increasing 
the intensity of the vibrato as the user approaches a vertex. To 
help users follow the edges, variations in the loudness of the 
musical tone are used to represent distance from the central axis 
of an edge, and are here depicted by variation in saturation.  

In pen mode, the user “draws” on the tablet screen with the stylus 
to receive audio feedback and explore the graph. When the stylus 
enters or exits a vertex, a sound is played to communicate the 
event.    

 

 
Figure 2 A screenshot of PLUMB. The displayed graph 
corresponds to the Europe map shown in Figure 3.  The 

highlighted vertex and edge are in focus.  The user presses “v” 
or “e” to hear information about the vertex or edge. 

 

 
Figure 3 The European city graph displayed by PLUMB in 

Error! Reference source not found.. 
Keyboard mode is sufficient for exploring most data structures in 
a typical data structures course.  Although not part of this study, 
pen mode may be appropriate for animating more complex 
algorithms in fields such as geographic information systems and 
computational geometry. 

3. Sample Animation 
We have implemented several algorithm animations on PLUMB 
EXTRA³, including operations on linked lists and heaps.  To 
make our technique clear, we demonstrate how PLUMB EXTRA³ 
displays an animation for inserting a node into a linked list. 
When the user selects the linked list data structure, the system 
generates an empty linked list with dummy first and last nodes 
(see Figure 4).  The user hears from the system “Empty linked list 
with first and last nodes”.  The user can explore the diagram and 
determine that there is a node called “First” with a next pointer to 
“Last”, and a node called “Last” with a next pointer to “First”.  
Note that the visual for the diagram is not meant to be fully 
comprehensible to the sighted user.  It simply represents where 
the diagram can be found on the display (for pen-mode).  The full 
description is found by exploring the diagram using the PLUMB 
interfaces. 

 
Figure 4 The PLUMB EXTRA3 representation of an empty 

linked list. 
When the user selects the “Insert a node” operation, the animation 
begins.  For the first step of the algorithm, the system says 
“Create a new node”, and the visual representation looks like 
Figure 5, and the user can discover that there is a new node in the 
diagram.  Similarly, the next two steps, “set the new node’s next 
pointer to be the same as First’s next pointer” and “set First’s next 
pointer to be the new node” are shown in Figure 6 and Figure 7. 

 
Figure 5 The first step of the algorithm for adding a node to a 

linked list. 
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Figure 6 The second step of the algorithm for adding a node to 

a linked list. 
 

 
Figure 7 The final step of the algorithm for adding a node to a 

linked list. 

4. Preliminary Results  and Future Work 
Although we have not completed formal trials, we did have a 
senior Computer Science student who is blind evaluate the 
system.  The student has experience using the original PLUMB 
interface, and a deep understanding of fundamental data 
structures.   
After a brief introduction of PLUMB EXTRA³, we had the 
student explore the animation for insertion into a linked list.  The 
student added several nodes and ran the animation forward and 
backward.   
The student successfully completed the animation with minimal 
prompting from the developers.  The student felt that the model 
was natural to use.  He encouraged us to continue testing the tool. 
It is our hope that we have a novel, viable tool which can be 
implemented in the classroom.  We are developing a portfolio of 
animations which will support each algorithm in a data structures 
curriculum and conduct classroom trial with blind computer 
science students.  Trials using our PLUMB EXTRA³ curriculum 
will help us to measure the educational effectiveness of the tool.  
We hope to move beyond basic data structures and use this tool 
for more complex algorithms and data structures.   
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